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Introduction

Deep learning models fulfill the goal of characterizing the condition of structures
in an non-invasive manner by accurately classifying accelerometer data.

▶ The “black-box” nature of the model is a major obstacle to trustworthy operational
conditions

▶ Many techniques have been proposed to explain machine learning models and the
model’s reasoning (both ante and post-hoc models)

▶ But these obtained insights are rarely used to improve the model.
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Introduction

We shortly overview here two contributions and their trustworthy applications

▶ AD-HOC: Cognitive neuro-symbolic system LCNR (proposed in 2022)

▶ POST-HOC: Stability-fit compensation index for LIME (proposed in 2021)
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Explainability experimental setup

▶ To create the dataset, we performed simulations on a prismatic cantilever steel
beam with the length L = 1000 mm and the width B = 50 mm, which has the
thickness H = 5 mm. The material is a carbon steel with mass density 7850 kg/m3

that has the Young modulus 2× 1011N/mm2.

▶ We created for this beam 582 damage scenarios, which consisted of 3 levels of
depth and 194 different positions of the defect. The damage is an open crack with
the width of 2 mm between the transverse faces. The three damage levels are as
follows: level 1 is represented by the crack depth d1 = 1.25 mm, level 2 by the
crack depth d2 = 2.5 mm, and level 3 by the crack depth d3 = 3.75 mm. Because
these reduce the cross-section area with 25%, 50%, and 75%,

▶ By modal analysis, we find the frequencies of the intact beam and those of the beam
with generated damage. Complete results are in our Elsevier Mendeley dataset,
freely available for scientific research (data.mendeley.com/datasets/rpvh2y2dhv/)
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LCNC/LCNR and Real Logic

We integrate first order logic (Real Logic) and learning based on deep convolutional net-
works. LCNC/LCNR converts any proposed set of Real Logic formulas into TensorFlow
computational graphs, which can be used for deductive reasoning and improved learning,
due to the optimization of formulas groundings.

▶ Constants: are grounded as a tensor of any rank

▶ Functions: mathematical function or any trainable one

▶ Quantifiers: ∃, ∀
▶ Connectors: negation, implication, disjunction, conjunction
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LCNR system architecture

1. The hybrid system is composed of a deep 1D-CNN and a predicate grounded in
Real Logic used to make a regression on beam damage assessment data.

2. The regression problem was solved by using a function F that took the argument
of a sequential model with multiple 1D-Conv layers.

3. The axioms in this case are the result of applied aggregation operator
(∀− pMeanError) of distance/similarity of the distance/similarity of F output and
target data and the diagonal quantification of input and target data.

4. The learning phase of our model aims to maximize the satisfiability of the
proposed formula by optimizing the groundings: ∀(ltn.diagx , y , eq(F (x), y))
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LCNR for our dataset

Figure 1: Logic Convolutional Neural Regressor
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Satisfiability

Satisfiability in LCNR is similar with the one proposed by LTNs and it is a value in
[0,1] which denotes the truth value of a proposed Real Logic formula. For example: the
satisfaction level of the aggregation of axioms.

▶ Training prioritizes maximizing the value of satisfiability by adjusting the parameters
of proposed formulas. It can be understood as a loss function from Machine/Deep
Learning.
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Satisfiability
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LIME model and its drawbacks

▶ LIME model is sampling around the point for which it has to provide the explanations
and then it uses the obtained values from the original model to create a new set of
data for training an ridged regression.

▶ Explanations change from one run to another but this is no surprise since this fact
is related to the inner workings of the LIME algorithm and the way the perturbation
data is generated

▶ Stability is to be regarded both from a numerical and statistical point of view
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SFC index

▶ The condition number (CN) is characterizing whether the moment matrix of the
regression is ill-conditioned or not. For the ridge regression the neighborhood sam-
pling data obtained through the LIME algorithm.

▶ Furthermore, we have computed the R2 number, which is to be consider in our case
a complementary measure for the global fit of the model. Usually, the R2 number
is between 0 and 1.

▶ R2 is often interpreted as the proportion of response variation explained by the
regressors in the model.
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SFC index

With these two indicators at hand, we define the stability-fit compensation index (SFC)
of the model m as a quality indicator of the explanations in the following form:

SFC (m) =

[
1/

(
1

CN
× R2

)
− CN

]
(1)

This formula is saying that when we have a large but still within the considered range
condition number we can compensate it with a higher fit and vice versa. To be on the
safe side, an acceptable SFC will be considered only between 0 and 100. Above this
value, we ask for re-sampling, re-scaling and re-computation of the LIME regression.
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SFC index

Figure 2: LIME and SFC Index
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Dataset knowledge transfer and bias correction

▶ Incremental learning enables artificial agents to learn from sequential data

▶ We tackle class-incremental learning without memory by adapting prediction bias
correction, a method which makes predictions of past and new classes more
comparable.

▶ We introduce a two-step learning process which allows the transfer of bias
correction parameters between reference and target datasets. Bias correction is
first optimized offline on reference datasets which have an associated validation
memory. The obtained correction parameters are then transferred to target
datasets, for which no memory is available.

▶ The second contribution is to introduce a finer modeling of bias correction by
learning its parameters per incremental state instead of the usual past vs. new
class modeling.
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Bias correction method
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Proposed algorithms
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Results I
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Results II
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Related research in our department

▶ Many colleagues from the department are involved in related research activities;
the AI team is coordinated by Prof. V. Negru

▶ Daniela Zaharie and team: Multiple Imputation for Biomedical Data using Monte
Carlo Dropout Autoencoder

▶ ...generative autoencoder models allow identifying the latent structure of data and
generating new data consistent with this latent structure

▶ Gabriel Iuhasz and co-authors: Anomaly detection for fault detection in wireless
community networks using machine learning

▶ ...they study anomaly detection techniques to discern hardware failure events in
wireless community networks.
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Related research in our department

Figure 3: Anomaly detection for fault
detection

⇐= Anomaly detection for fault
detection in wireless community

networks using machine learning

Multiple Imputation for Biomedical
Data using Monte Carlo Dropout

Autoencoder ⇓

Figure 4: Multiple imputation for
biomedical data
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